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1
PREDICTIVE ENHANCEMENT OF A
PORTION OF VIDEO DATA RENDERED ON A
DISPLAY UNIT ASSOCIATED WITH A DATA
PROCESSING DEVICE

FIELD OF TECHNOLOGY

This disclosure relates generally to video post-processing
and, more particularly, to a method, a device and/or a system
of predictive enhancement of a portion of video data rendered
on a display unit associated with a data processing device.

BACKGROUND

A data processing device (e.g., a desktop computer, a lap-
top computer, a notebook computer, a netbook, a mobile
device such as a mobile phone) may render video data on a
display unit (e.g., Liquid Crystal Display (LCD)) associated
therewith. In order to enhance a user experience during view-
ing of the video data, the data processing device may execute
one or more post-processing algorithms to adjust video qual-
ity appropriately. The execution of the one or more post-
processing algorithms may be computationally expensive,
resulting in video frame-drops. Said video frame-drops may
be detrimental to the user experience, despite the one or more
post-processing algorithms being executed to enhance the
user experience.

SUMMARY

Disclosed are a method, a device and/or a system of pre-
dictive enhancement of a portion of video data rendered on a
display unit associated with a data processing device.

In one aspect, a method includes predicting, through a
processor of a data processing device communicatively
coupled to a memory, a portion of a video frame on which a
user of the data processing device is likely to focus on during
rendering thereof on a display unit associated with the data
processing device. The video frame is part of decoded video
data. The method also includes rendering, through the pro-
cessor, the portion of the video frame on the display unit at an
enhanced level compared to other portions thereof following
the prediction of the portion of the video frame.

In another aspect, a non-transitory medium, readable
through a data processing device and including instructions
embodied therein that are executable through the data pro-
cessing device, is disclosed. The non-transitory medium
includes instructions to predict, through a processor of the
data processing device communicatively coupled to a
memory, a portion of a video frame on which a user of the data
processing device is likely to focus on during rendering
thereof on a display unit associated with the data processing
device. The video frame is part of decoded video data. The
non-transitory medium also includes instructions to render,
through the processor, the portion of the video frame on the
display unit at an enhanced level compared to other portions
thereof following the prediction of the portion of the video
frame.

In yet another aspect, a data processing device includes a
memory having decoded video data therein, a display unit,
and a processor communicatively coupled to the memory.
The processor is configured to execute instructions to: predict
aportion of a video frame of the decoded video data on which
auser ofthe data processing device is likely to focus on during
rendering thereof on the display unit, and render the portion
of the video frame on the display unit at an enhanced level
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2

compared to other portions thereof following the prediction
of the portion of the video frame.

The methods and systems disclosed herein may be imple-
mented in any means for achieving various aspects, and may
be executed in a form of a non-transitory machine-readable
medium embodying a set of instructions that, when executed
by a machine, cause the machine to perform any of the opera-
tions disclosed herein.

Other features will be apparent from the accompanying
drawings and from the detailed description that follows.

BRIEF DESCRIPTION OF THE DRAWINGS

The embodiments of this invention are illustrated by way of
example and not limitation in the figures of the accompanying
drawings, in which like references indicate similar elements
and in which:

FIG. 1 is a schematic view of a data processing device,
according to one or more embodiments.

FIG. 2 is a schematic view of a portion of video data to be
rendered on a display unit of the data processing device of
FIG. 1 on which a user is most likely to focus, according to
one or more embodiments.

FIG. 3 is a schematic view of interaction between a driver
component and a processor and/or the display unit of the data
processing device of FIG. 1, according to one or more
embodiments.

FIG. 4 is a process flow diagram detailing the operations
involved in predictive enhancement of a portion of video data
rendered on a display unit associated with the data processing
device of FIG. 1, according to one or more embodiments.

Other features of the present embodiments will be apparent
from the accompanying drawings and from the detailed
description that follows.

DETAILED DESCRIPTION

Example embodiments, as described below, may be used to
provide a method, a device and/or a system of predictive
enhancement of a portion of video data rendered on a display
unit associated with a data processing device. Although the
present embodiments have been described with reference to
specific example embodiments, it will be evident that various
modifications and changes may be made to these embodi-
ments without departing from the broader spirit and scope of
the various embodiments.

FIG. 1 shows a data processing device 100, according to
one or more embodiments. In one or more embodiments, data
processing device 100 may be a laptop computer, a desktop
computer, a notebook computer, a netbook, a tablet or a
mobile device such as a mobile phone. Other forms of data
processing device 100 are within the scope of the exemplary
embodiments discussed herein. In one or more embodiments,
data processing device 100 may include a processor 102 (e.g.,
a Central Processing Unit (CPU), a Graphics Processing Unit
(GPU)) communicatively coupled to a memory 104 (e.g., a
volatile memory and/or a non-volatile memory); memory 104
may include storage locations configured to be addressable
through processor 102.

In one or more embodiments, memory 104 of data process-
ing device 100 may include video data 116 (e.g., video data
116 may be downloaded and locally stored in memory 104;
video data 116 (e.g., avideo stream, a file) may be transmitted
from a data source) therein. In one or more embodiments,
processor 102 may perform appropriate processing (e.g., data
conversion) on video data 116 to enable rendering thereof on
adisplayunit 112 associated with data processing device 100;
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FIG. 1 shows display unit 112 as being interfaced with pro-
cessor 102. In one or more embodiments, processor 102 may
execute a decoder engine 120 (e.g., a set of instructions) to
decode video data 116 prior to rendering thereof. In one or
more embodiments, a post-processing engine 130 may also
execute on processor 102; post-processing engine 130 may be
configured to receive an output of decoder engine 120 and
perform appropriate processing thereon prior to rendering
thereof on display unit 112 to reduce power consumption
through data processing device 100, as will be discussed
below.

A user 150 of data processing device 100 may mostly direct
attention toward a small portion of a visual field thereof on
display unit 112. User vision may utilize a fovea of an eye
thereof to focus on the small portion of the visual field. The
remaining portion of the visual field may be covered through
peripheral vision; peripheral vision may mainly be respon-
sible for motion detection and may not be very sensitive to
details in the visual field. In other words, user 150 may not
pay attention to fine details (e.g., color details, edges that
denote an intensity level transition between pixels of a video
frame) in a large portion of the visual field covered through
the peripheral vision. In one or more embodiments, the afore-
mentioned characteristics of human vision (or, user vision)
may be exploited during post-processing of decoded video
data 116 to result in power savings.

In one or more alternate embodiments, post-processing
engine 130 may be part of decoder engine 120; FIG. 1 shows
post-processing engine 130 and decoder engine 120 sepa-
rately merely for example purposes. FIG. 1 also shows
parameters (e.g., video parameters 140) associated with
video frames 122, _,,(e.g., shown as being part of video data
116) being stored in memory 104. Exemplary embodiments
discussed herein may enhance video parameters 140 within
the small portion of the visual field to provide for power
savings.

FIG. 2 shows a portion 202 of video data 116 to be rendered
on display unit 112 on which user 150 is most likely to focus,
according to one or more embodiments. In one or more
embodiments, in order to determine portion 202 of a video
frame 122, ,,; of video data 116, motion vectors 190 associ-
ated with video frame 122, ,, may be analyzed through pro-
cessor 102. In one or more embodiments, motion vectors 190
may represent macroblocks of video frame 122, ,, based on
position(s) thereof on one or more reference video frames
122, .. In one or more embodiments, processor 102 may
analyze motion vectors 190 to detect/estimate the portion
(e.g., portion 202) of video frame 122, _,,associated with high
activity (e.g., activity above a threshold). As user 150 is most
likely to focus on “on screen” areas of display unit 112 with
high activity, portion 202 may be determined based on high
magnitude of motion vectors 190 and/or high density thereof.

It should be noted that the abovementioned determination
of'portion 202 is not limited to analyzing motion vectors 190.
In an example scenario of video data 116 being a movie, user
150 may most likely focus on a speaker (e.g., a lead character
in the movie). Therefore, portion 202 may be determined
(e.g., through processor 102) through analyzing audio con-
tent of video frame 122, . In one or more embodiments,
accuracy of the determination of portion 202 may further be
improved based on data collected from previous executions/
processing.

In one or more embodiments, prior to the rendering of
decoded video frame 122, ,, processor 102 may be config-
ured to apply a post-processing algorithm 198 (or, a set of
post-processing algorithms 198; post-processing algorithm is
shown as being part of post-processing engine 130) thereon to
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enhance video quality associated with portion 202. In one or
more embodiments, post-processing algorithm 198 may
incorporate elements such as noise reduction, edge enhance-
ment, dynamic color/contrast adjustment, software process-
ing amplifier (procamp) adjustment and deinterlacing and/or
enhancement/scaling of video parameters 140 (e.g., resolu-
tion). Other elements of post-processing algorithm 198 are
within the scope of the exemplary embodiments discussed
herein.

In one or more embodiments, the estimation/detection of
portion 202 and/or the rendering of portion 202 at an
enhanced level may be initiated through a driver component
(e.g., a set of instructions; to be discussed below) associated
with processor 102 and/or display unit 112. In one or more
embodiments, post-processing algorithm 198 may not be
required to be applied to the complete video frame 122, ,;
mere application thereof to portion 202 may suffice as user
150 may not perceive the difference between the enhanced
portion 202 of video frame 122 ,,and non-enhanced portions
of'video frame 122, .. In one or more embodiments, the size
of'the area of display unit 112 on which user 150 is most likely
to focus may vary depending on the size of display unit 112.
For handheld devices such as tablets and smart phones, the
aforementioned area of focus may be comparable to the size
of the visual field of user 150; therefore, effectiveness of the
processes discussed above may increase with increased size
of display unit 112.

It should be noted that executing complex post-processing
algorithms 198 on entire video frames 122, _,, may be limited
by factors such as processing power, thereby resulting in
frame-drops. Exemplary embodiments provide for ameansto
execute complex post-processing algorithms 198 without the
aforementioned problem as the complexity is localized to
portion 202. Alternately, a complex post-processing algo-
rithm 198 may be applied on portion 202 and a less complex
post-processing algorithm 198 may be applied to other por-
tions of video frame 122, .

Also, it should be noted that enhancing video quality as
discussed above is not limited to rendering portion 202 at an
enhanced level. In an example embodiment, portion 202 may
be rendered in a normal mode of operation and other portions
of video frame 122, ,, may be rendered at a reduced level.
Such variations are within the scope of the exemplary
embodiments discussed herein. Further, rendering portion
202 at an enhanced level includes processing associated with
increasing intensity level of a backlight 164 of display unit
112 on the corresponding area/portion on the “screen”
thereof. FIG. 1 shows a backlight driver circuit 162 of back-
light 164 as being interfaced with processor 102. Upon detec-
tion/estimation of portion 202, processor 102 may be config-
ured to transmit a control signal to backlight driver circuit 162
to increase the intensity level of backlight 164 for the portion
“onscreen” corresponding to portion 202. Alternately, back-
light driver circuit 162 may maintain the intensity level of
backlight 164 for the portion “onscreen” corresponding to
portion 202 and reduce the intensity for other portions.

FIG. 3 shows interaction between a driver component 302
and processor 102 and/or display unit 112, according to one
or more embodiments. In one or more embodiments, driver
component 302 may be configured to initiate the detection/
estimation of portion 202 and/or the rendering of portion 202
atan enhanced level on display unit 112. An example scenario
triggering the aforementioned processes may include user
150 switching data processing device 100 from an Alternating
Current (AC) mode of operation to a battery mode of opera-
tion thereof. The aforementioned switching may be detected
through processor 102 in conjunction with driver component



US 9,300,933 B2

5

302. Alternately, processor 102 may be configured to periodi-
cally poll a battery of data processing device 100 for the mode
of operation thereof (or, processor 102 may obtain the mode
of operation through an operating system 188 executing on
data processing device 100). Once the battery mode is
detected through driver component 302 in conjunction with
processor 102, the processes discussed above may be initi-
ated.

Also, user 150 may initiate the abovementioned processes
through a physical button provided on data processing device
100 and/or a user interface of an application (e.g., multimedia
application 196 shown as being part of memory 104) execut-
ing on data processing device. In one or more embodiments,
driver component 302 may be packaged with operating sys-
tem 188 (e.g., again, shown as being part of memory 104)
executing on data processing device 100 and/or multimedia
application 196. Further, instructions associated with driver
component 302 and/or post-processing algorithm 198 may be
tangibly embodied on a non-transitory medium (e.g., a Com-
pact Disc (CD), a Digital Video Disc (DVD), a Blu-ray disc®,
a hard drive; appropriate instructions may be downloaded to
the hard drive) readable through data processing device 100.

FIG. 4 shows a process flow diagram detailing the opera-
tions involved in predictive enhancement of portion 202 of
video data 116 rendered on display unit 112 associated with
data processing device 100, according to one or more
embodiments. In one or more embodiments, operation 402
may involve predicting, through processor 102, portion 202
of'video frame 122, ,,on which user 150 is likely to focus on
during rendering thereof on display unit 112. In one or more
embodiments, video frame 122, ,, may be part of decoded
video data 116. In one or more embodiments, operation 404
may then involve rendering, through processor 102, portion
202 of'video frame 122, ,,on display unit 112 at an enhanced
level compared to other portions thereof following the pre-
diction of portion 202 of video frame 122, .

Although the present embodiments have been described
with reference to specific example embodiments, it will be
evident that various modifications and changes may be made
to these embodiments without departing from the broader
spiritand scope of the various embodiments. For example, the
various devices and modules described herein may be
enabled and operated using hardware circuitry (e.g., CMOS
based logic circuitry), firmware, software or any combination
of hardware, firmware, and software (e.g., embodied in a
non-transitory machine-readable medium). For example, the
various electrical structure and methods may be embodied
using transistors, logic gates, and electrical circuits (e.g.,
application specific integrated (ASIC) circuitry and/or Digi-
tal Signal Processor (DSP) circuitry).

In addition, it will be appreciated that the various opera-
tions, processes and methods disclosed herein may be embod-
ied in a non-transitory machine-readable medium and/or a
machine-accessible medium compatible with a data process-
ing system (e.g., data processing device 100). Accordingly,
the specification and drawings are to be regarded in an illus-
trative rather than a restrictive sense.

What is claimed is:

1. A method comprising:

detecting a battery mode of operation of a data processing
device;

in response to detecting the battery mode of operation of
the data processing device:

(a) predicting, through a processor of the data processing
device communicatively coupled to a memory, a portion
of'a video frame on which a user of the data processing
device is likely to focus on during rendering thereofon a
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display unit associated with the data processing device,
the video frame being part of decoded video data; and
(b) rendering, through the processor, the portion of the
video frame on the display unit at an enhanced level
compared to other portions thereof following the predic-
tion of the portion of the video frame;
wherein the portion of the video frame is predicted through
at least one of:
the processor analyzing motion vectors associated with
the video frame and determining from the analyzing
that the portion includes activity above a threshold,
and

the processor analyzing audio content associated with
the video frame.

2. The method of claim 1, wherein rendering the portion of
the video frame at the enhanced level includes at least one of:

enhancing video quality associated with the portion
through at least one of: noise reduction, edge enhance-
ment, dynamic color adjustment, dynamic contrast
adjustment, software processing amplifier adjustment,
deinterlacing and scaling at least one video parameter
associated with the portion;

transmitting a control signal to a backlight driver circuit of
abacklight of the display unit to adjust an intensity level
of the backlight corresponding to at least one of the
portion of the video frame and the other portions thereof;
and

maintaining the video quality associated with the portion
ofthe video frame and reducing video quality associated
with the other portions thereof.

3. The method of claim 1, further comprising initiating the
rendering thereof at the enhanced level through a driver com-
ponent associated with at least one of the processor and the
display unit.

4. The method of claim 3, comprising providing the driver
component through at least one of: packaging thereof with an
operating system executing on the data processing device and
packaging thereof with an application executing on the data
processing device.

5. The method of claim 1, further comprising improving
accuracy of the prediction based on data collected from a
previous execution associated therewith.

6. The method of claim 1, wherein the portion of the video
frame is predicted through the processor analyzing the
motion vectors associated with the video frame and determin-
ing from the analyzing that the portion includes the activity
above the threshold.

7. The method of claim 1, wherein the portion of the video
frame is predicted through the processor analyzing the audio
content associated with the video frame.

8. The method of claim 1, further comprising initiating the
prediction of the portion through a driver component associ-
ated with at least one of the processor and the display unit.

9. A non-transitory medium, readable through a data pro-
cessing device and including instructions embodied therein
that are executable through the data processing device, com-
prising:

instructions to detect a battery mode of operation of the
data processing device;

responsive to detecting the battery mode of operation of the
data processing device:

(a) instructions to predict, through a processor of the data
processing device communicatively coupled to a
memory, a portion of a video frame on which a user of
the data processing device is likely to focus on during
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rendering thereof on a display unit associated with the
data processing device, the video frame being part of
decoded video data; and
(b) instructions to render, through the processor, the por-
tion of the video frame on the display unit at an enhanced
level compared to other portions thereof following the
prediction of the portion of the video frame;
wherein the portion of the video frame is predicted through
at least one of:
the processor analyzing motion vectors associated with
the video frame and determining from the analyzing
that the portion includes activity above a threshold,
and

the processor analyzing audio content associated with
the video frame.

10. The non-transitory medium of claim 9, wherein
instructions to render the portion of the video frame at the
enhanced level includes at least one of:

instructions to enhance video quality associated with the
portion through at least one of: noise reduction, edge
enhancement, dynamic color adjustment, dynamic con-
trast adjustment, software processing amplifier adjust-
ment, deinterlacing and scaling at least one video param-
eter associated with the portion, instructions to transmit
a control signal to a backlight driver circuit of a back-
light of the display unit to adjust an intensity level of the
backlight corresponding to at least one of the portion of
the video frame and the other portions thereof, and

instructions to maintain the video quality associated with
the portion of the video frame and to reduce video qual-
ity associated with the other portions thereof.

11. The non-transitory medium of claim 9, further com-
prising instructions to initiate the rendering thereof at the
enhanced level through a driver component associated with at
least one of the processor and the display unit.

12. The non-transitory medium of claim 9, further com-
prising instructions to improve accuracy of the prediction
based on data collected from a previous execution associated
therewith.

13. A data processing device comprising:

a memory comprising decoded video data therein;

a display unit; and

a processor communicatively coupled to the memory, the
processor being configured to execute instructions to:

detect a battery mode of operation of the data processing
device;

in response to detecting the battery mode of operation of
the data processing device:

(a) predict a portion of a video frame of the decoded video
data on which a user of the data processing device is
likely to focus on during rendering thereof on the display
unit, and

(b) render the portion of the video frame on the display unit
at an enhanced level compared to other portions thereof
following the prediction of the portion of the video
frame;
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wherein the portion of the video frame is predicted through

at least one of:

the processor analyzing motion vectors associated with
the video frame and determining from the analyzing
that the portion includes activity above a threshold,
and

the processor analyzing audio content associated with
the video frame.

14. The data processing device of claim 13, wherein the
processor is configured to render the portion of the video
frame at the enhanced level through at least one of:

enhancing video quality associated with the portion

through at least one of: noise reduction, edge enhance-
ment, dynamic color adjustment, dynamic contrast
adjustment, software processing amplifier adjustment,
deinterlacing and scaling at least one video parameter
associated with the portion,

transmitting a control signal to a backlight driver circuit of

abacklight of the display unit to adjust an intensity level
of the backlight corresponding to at least one of the
portion of the video frame and the other portions thereof,
and

maintaining the video quality associated with the portion

ofthe video frame and reducing video quality associated
with the other portions thereof.

15. The data processing device of claim 13, further com-
prising a driver component associated with at least one of the
processor and the display unit to initiate at least one of the
prediction of the portion and the rendering thereof at the
enhanced level.

16. The data processing device of claim 15, wherein the
driver component is at least one of: packaged with an oper-
ating system executing on the data processing device and
packaged with an application executing on the data process-
ing device.

17. The data processing device of claim 13, wherein the
processor is further configured to execute instructions to
improve accuracy of the prediction based on data collected
from a previous execution associated therewith.

18. The method of claim 6, wherein the activity above the
threshold includes a magnitude of the motion vectors being
above the threshold.

19. The method of claim 6, wherein the activity above the
threshold includes a density of the motion vectors being
above the threshold.

20. The method of claim 7, wherein the portion of the video
frame is further predicted through the processor determining
from the analyzing that the audio corresponding to the portion
of'the video frame satisfies a predefined condition indicative
of'the user being likely to focus on the corresponding portion
of the video frame.

21. The method of claim 1, wherein initiation of the pre-
diction is triggered upon the detection of the data processing
device switching from an Alternating Current (AC) mode of
operation to the battery mode of operation.
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